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Abstract

In this thesis, we present algorithms for local and global minimization of some Procrustes type problems. Typically, these problems are about rotating and scaling a known set of data to fit another set with applications related to determination of rigid body movements, factor analysis and multidimensional scaling. The known sets of data are usually represented as matrices, and the rotation to be determined is commonly a matrix $Q$ with orthonormal columns.

The algorithms presented use Newton and Gauss-Newton search directions with optimal step lengths, which in most cases result in a fast computation of a solution.

Some of these problems are known to have several minima, e.g., the weighted orthogonal Procrustes problem (WOPP). A study on the maximal amount of minima has been done for this problem. Theoretical results and empirical observations gives strong indications that there are not more than $2^n$ minimizers, where $n$ is the number of columns in $Q$. A global optimization method to compute all $2^n$ minima is presented.

Also considered in this thesis is a cubically convergent iteration method for solving nonlinear equations. The iteration method presented uses second order information (derivatives) when computing a search direction. Normally this is a computational heavy task, but if the second order derivatives are constant, which is the case for quadratic equations, a performance gain can be obtained. This is confirmed by a small numerical study.

Finally, regularization of ill-posed nonlinear least squares problems is considered. The quite well known L-curve for linear least squares problems is put in context for nonlinear problems.
Preface

This thesis consists of the following six papers.


In Chapter 1 an introduction to the optimization problems considered is presented along with an overview of all papers. The papers are referred to by their roman numbers.
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Chapter 1

Introduction and overview

The main part of this thesis is about an optimization problem known as the weighted orthogonal Procrustes problem (WOPP), which we define as:

**Definition 1.0.1** With $Q \in \mathbb{R}^{m \times n}$ where $n \leq m$, let $A$, $X$ and $B$ be known real matrices of compatible dimensions with rank($A$) = $m$ and rank($X$) = $n$. Let $\| \cdot \|_F$ denote the Frobenius matrix norm. The optimization problem

$$
\min_Q \|AQX - B\|_F^2, \text{ subject to } Q^TQ = I_n,
$$

(1.0.1)

is called a weighted orthogonal Procrustes problem.

The Frobenius matrix norm can be regarded as the Euclidean norm for matrices. For vectors, the Euclidean norm is commonly known as the 2-norm, $\| \cdot \|_2$. With a vector $y \in \mathbb{R}^k$, its Euclidean length is

$$
\|y\|_2 = \sqrt{\sum_{i=1}^{k} y_i^2}.
$$

For a matrix $Y \in \mathbb{R}^{m \times n}$, the Frobenius norm $\|Y\|_F$ is

$$
\|Y\|_F = \sqrt{\sum_{i=1}^{m} \sum_{j=1}^{n} y_{i,j}^2}.
$$

The WOPP is a linear least squares problem defined on a Stiefel manifold. A Stiefel manifold [30], commonly denoted $\mathcal{V}_{m,n}$, is the set of all matrices $Q \in \mathbb{R}^{m \times n}$, having orthonormal columns. $\mathcal{V}_{m,n}$ is also referred to as the Stiefel manifold of orthogonal $n$-frames in $\mathbb{R}^m$,

$$
\mathcal{V}_{m,n} = \{ Q \in \mathbb{R}^{m \times n} : Q^TQ = I_n \}.
$$

A set of nonzero vectors $\{q_1, \ldots, q_n\}$ in $\mathbb{R}^m$ is said to be orthogonal if $q_i^Tq_j = 0$ when $i \neq j$. If additionally $q_i^Tq_i = 1$ (normalized), the set is said to be orthonormal [12].
The definition of an orthogonal matrix is well known. A square matrix \( Q \in \mathbb{R}^{m \times m} \) is said to be orthogonal if \( Q^T Q = I_m \), hence \( QQ^T = I_m \) and \( Q^T = Q^{-1} \). This may seem a bit ambiguous since the columns of \( Q \) form not just an orthogonal basis but also an orthonormal basis. When speaking of an orthonormal matrix \( Q = [q_1, ..., q_n] \), we mean that the columns of \( Q \) form an orthonormal basis, i.e., \( Q^T Q = I_n \). If \( n = m \) then \( Q \) is orthogonal (a square orthonormal matrix).

Throughout this thesis, we assume that \( n \leq m \). Evidently \( Q^T Q \neq I_n \) if \( n > m \).

The WOPP can be regarded as a generalization of the orthogonal Procrustes problem (OPP).

**Definition 1.0.2** With \( Q \in \mathbb{R}^{m \times n} \) where \( n \leq m \), let \( X \) with \( \text{rank}(X) = n \) and \( B \) be known real matrices of correct dimensions. We call the optimization problem

\[
\min_{Q} ||QX - B||^2_F, \text{ subject to } Q^T Q = I_n, \quad (1.0.2)
\]

an orthogonal Procrustes problem.

The OPP has an analytical solution, that can be derived by using the singular value decomposition (SVD) of \( XB^T \). The WOPP on the other hand, typically needs to be solved by iterative optimization algorithms.

To derive the solution to (1.0.2), use the property that for a matrix \( Y \in \mathbb{R}^{m \times n} \), \( ||Y||^2_F = \text{tr}(Y^T Y) \) where \( \text{tr}(\cdot) \) is the matrix-trace,

\[
\text{tr}(\tilde{Y}) = \sum_{i=1}^{n} \tilde{y}_{i,i}, \quad \tilde{Y} = Y^T Y.
\]

We can then write

\[
||QX - B||^2_F = \text{tr}((QX - B)^T (QX - B)) = \text{tr}(X^T Q^T QX) - 2\text{tr}(QXB^T) + \text{tr}(B^T B) = ||X||^2_F - 2\text{tr}(QXB^T) + ||B||^2_F,
\]
since \( Q^T Q = I_n \). Solving (1.0.2) is then done by maximizing \( \text{tr}(QXB^T) \). To do so, let \( U\Sigma V^T = XB^T \) be a SVD, then

\[
\text{tr}(QXB^T) = \text{tr}(QU\Sigma V^T) = \text{tr}(V^T QU \Sigma) = \text{tr}(\Sigma Z) = \sum_{i=1}^{n} \sigma_{i,i} z_{i,i} \quad (1.0.3)
\]

where \( Z = V^T QU \). Since \( Z \in \mathbb{R}^{m \times n} \) is orthonormal, any \( z_{i,j} \leq 1 \) for all \( i = 1, \ldots, m \) and \( j = 1, \ldots, n \). Hence, the sum in (1.0.3) is maximized if \( Z = I_{m,n} \), and the solution \( \hat{Q} \) to (1.0.2) is given by \( \hat{Q} = VI_{m,n}U^T \). The OPP is well studied, and is mentioned in introductory textbooks as, e.g., [12].

As a simple and small example of a WOPP, consider the following: Find the minimum distance between the ellipse

\[
x = \alpha_1 \cos \phi, \quad y = \alpha_2 \sin \phi
\]
Figure 1: \( Y(Q) \) is here an ellipse with semi major and semi minor axes \( \alpha_1 \) and \( \alpha_2 \), respectively. The minimum distance occurs at \( Y(\hat{Q}) \) where the residual \( r = B - Y(\hat{Q}) \) is orthogonal to the tangent \( T \) of \( Y(Q) \) at \( \hat{Q} \).

and the point \( B \) according to Figure 1.

With \( Q = [\cos \phi, \sin \phi]^T \) we can express the ellipse as the vector valued function

\[
Y(Q) = \begin{bmatrix} \alpha_1 & 0 \\ 0 & \alpha_2 \end{bmatrix} \begin{bmatrix} \cos \phi \\ \sin \phi \end{bmatrix} = AQ.
\]

For vectors, the Frobenius norm is the same as the 2-norm. We can write the optimization problem as a WOPP (with \( X = 1 \))

\[
\min_Q ||AQ - B||_2^2, \quad \text{subject to } Q^T Q = 1.
\] (1.0.4)

Since \( n = 1 \) in this case, there are no orthogonality constraints. The task is to find the orthonormal matrix \( \hat{Q} \) (a normalized vector, \( Q^T Q = 1 \)), that minimizes the distance between the ellipse \( Y(Q) \) and the point \( B \). A solution to (1.0.4) can be computed by using iterative methods as, e.g., Newton’s method. Though, for this simple case of a WOPP, a solution can also be computed by solving a fourth degree polynomial, see Paper I. There can also be two different minimizers for (1.0.4), see Section 3.1.

Note that if \( \alpha_1 = \alpha_2 = \chi \), \( Y(Q) \) describes a circle with radii \( \chi \). Then by taking \( X = \chi \), (1.0.4) can be written as an OPP

\[
\min_{\hat{Q}} ||QX - B||_2^2, \quad \text{subject to } Q^T Q = 1.
\] (1.0.5)

The solution \( \hat{Q} \) to (1.0.5) is unique, and is easily computed by taking \( \hat{Q} = B/||B||_2 \).
Though these examples are very simple, they illustrate the difficulty of computing a solution to a WOPP compared to an OPP.

1.1 Procrustes problems

There are several types of optimization problems involving Stiefel manifolds. One class of problems are different types of Procrustes problems, arising in a wide area of applications. Commonly, the term Procrustes analysis or Procrustes rotation is used instead of Procrustes problems. For example, orthogonal Procrustes analysis and weighted Procrustes rotation to address the OPP and WOPP, respectively.

The name Procrustes comes from the Greek mythology. Procrustes (the Stretcher) was a robber and torturer that had an iron bed in which he desired to put his victims. To make them fit the bed he cut off their limbs or alternatively stretched them out. In the end, karma came to Procrustes as he was fitted in his own bed by Theseus.

1.1.1 Rigid body movements

The ellipse problem discussed is to the least very simple, due to its low dimension ($m = 2$ and $n = 1$). To give an example of a WOPP of larger dimension, we consider the problem of determining a rigid body movement.

Consider a rigid body with $n$ landmarks $x_1, \ldots, x_n$ in $\mathbb{R}^3$ that is subject to a translation $t \in \mathbb{R}^3$, and a rotation $M \in \mathbb{R}^{3 \times 3}$, taking the landmarks into the positions $c_1, \ldots, c_n$. In rigid body applications, commonly $M$ (for Motion) is used to represent an orthogonal matrix.

![Figure 2: A rigid body with three landmarks undergoing a rotation and translation.](image)

The motion of the rigid body can be written as

$$Mx_i + t = b_i$$

where $M$, with $\det(M) = 1$, describes the rotations around the three axes. Given $x_1, \ldots, x_n$ and $c_1, \ldots, c_n$, the rotation $M$ can be computed by solving an
orthogonal Procrustes problem (OPP) as follows [29]. Let \( X = [x_1 - \bar{x}, ..., x_n - \bar{x}] \) and \( C = [c_1 - \bar{c}, ..., c_n - \bar{c}] \) where \( \bar{x} \) and \( \bar{c} \) are the mean value vectors of \( x_i \) and \( c_i, i = 1, ..., n \), then \( M \) is given by solving

\[
\min_M \| MX - C \|^2_F, \quad \text{subject to } M^T M = I_3, \ \det(M) = 1. \tag{1.1.1}
\]

The solution is given by using the SVD of \( XC^T \), and if \( XC^T \) is nonsingular the solution is unique.

Suppose now that the accuracies of the landmarks \( x_i \) and \( x_i, i = 1, ..., n \) are different, dependent on the coordinate axes (in \( \mathbb{R}^3 \)). Let us say, that along the third axis (\( z \)-axis), we have a noticeable lower accuracy than for the first and second axes (\( x \)- and \( y \)-axes). It is then preferred to give these \( z \)-axis coordinates a lesser impact when computing a solution. To do this we can \textit{weight} the OPP by using a weighting matrix \( A \). For instance, let

\[
A = \begin{bmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & \alpha
\end{bmatrix},
\]

where \( 0 < \alpha < 1 \) is a suitable chosen scalar. The weighted residual is then \( A(MX - C) \) and we get a WOPP on the form

\[
\min_M \| A(MX - C) \|^2_F, \quad \text{subject to } M^T M = I_3, \ \det(M) = 1. \tag{1.1.2}
\]

Observe that by taking \( B = AC \), (1.1.2) is on the form stated in Definition 1.0.1. Commonly iterative optimization algorithms are used to compute a solution to (1.1.2). Moreover, a WOPP can have several minima, which leads to the problem of deciding if a computed solution is the ”best” one.

It can also be desired to weight the OPP from right. Assume that the accuracy when measuring some, specific, landmarks is worse than the average. Then by constructing a diagonal matrix \( W \), we can give these landmarks a low weight as \( (MX - C)W \). The right-weighted OPP then becomes

\[
\min_M \| (MX - C)W \|^2_F, \quad \text{subject to } M^T M = I_3, \ \det(M) = 1.
\]

By taking \( X := XW \) and \( B = CW \), we see that solving this problem is done by solving an OPP.

### 1.1.2 Psychometrics

The OPP originates from factor analysis in psychometrics in the 1950s and 1960s, e.g., [16, 18]. The task is to determine an orthogonal matrix \( Q \in \mathbb{R}^{m \times m} \), that rotates a factor (data) matrix \( A \), to fit some hypothesis matrix \( B \). Typically in psychometrics, the points to be rotated are ordered row wise in \( A \), not column wise in \( X \) as with the rigid body movement example shown above. We denote the rotation of \( A \) as \( Y(Q) = AQ \). Hence, given \( A \) and \( B \), we wish to find \( Q \) such that \( Y(Q) \approx B \).
When using the Euclidean distance to measure the distance between the rotation \( Y(Q) \) and \( B \), the optimal orthogonal matrix \( Q \) is given by solving

\[
\min_{Q} ||AQ - B||_F^2, \text{ subject to } Q^TQ = I_m.
\]

(1.1.3)

Since \( n = m \), resulting in that \( Q \) is an orthogonal matrix, (1.1.3) is an OPP with a solution that can be derived by using the SVD of \( B^T A \).

A more common formulation of the OPP, in psychometrics, is with the usage of the matrix-trace,

\[
\min_{Q} \text{tr}(AQ - B)^T(AQ - B), \text{ subject to } Q^TQ = I_m.
\]

Extensions of (1.1.3) were later on considered. The case when \( Q \) is an orthonormal matrix, i.e., \( Q \in \mathbb{R}^{m \times n} \) with \( n \leq m \) was considered in, e.g., [5]. Given \( A \) and \( B \), it is desired to find \( Q \) such that \( Y(Q) \approx B \) but now with \( Q^TQ = I_n \).

In [5], to measure the similarity of the two matrices \( Y \) and \( B \), the degree of collinearity of the rows \( y_i^T \) and \( b_i^T \) in \( Y \) and \( B \) respectively is used. Hence, the solution \( \hat{Q} \) is computed from

\[
\max \sum_i y_i^Tb_i = \max \text{tr}(YB^T) = \max \text{tr}(AQB^T), \text{ subject to } Q^TQ = I_n,
\]

(1.1.4)

by using the SVD \( U\Sigma V^T = B^T A \), yielding \( \hat{Q} = V I_{m,n} U^T \). This solution is computed in a similar manner as for an OPP. \( \hat{Q} \) is not necessary the same as the solution given when the Euclidean distance is used, to measure distances between points in \( Y \) and \( B \). Then we get

\[
\min_{Q} ||AQ - B||_F^2, \text{ subject to } Q^TQ = I_n.
\]

(1.1.5)

By using the matrix-trace, we write the objective function in (1.1.5) as

\[
||AQ - B||_F^2 = \text{tr}(Q^TA^TAQ) - 2\text{tr}(AQB^T) + B^TB =
\]

\[
= \text{tr}(AQQ^TA^T) - 2\text{tr}(AQB^T) + B^TB.
\]

If \( n = m \), then \( QQ^T = I_m \) and (1.1.5) becomes an OPP whose solution is computed by maximizing \( \text{tr}(AQB^T) \), just as in (1.1.4). The differences occur when \( n < m \), since then \( QQ^T \neq I_n \), and the term \( \text{tr}(AQQ^TA^T) \) becomes dependent on \( Q \). To illustrate this, we can look at the example in [5]. There the hypothetical factor matrices to be matched are,

\[
A = \begin{bmatrix}
0.76 & 0.32 & 0.5 \\
0.5 & 0 & -0.4 \\
0.52 & -0.36 & 0.5 \\
0.5 & -0.5 & -0.4
\end{bmatrix}, \quad B = \begin{bmatrix}
0.7 & 0.1 \\
0.8 & 0 \\
0.1 & 0.7 \\
0 & 0.8
\end{bmatrix}.
\]
The solution to 1.1.4 is
\[
\hat{Q} = \begin{bmatrix}
0.7444 & 0.6620 \\
0.6651 & -0.7466 \\
0.0582 & 0.0657
\end{bmatrix},
\]
\[
Y(\hat{Q}) = \begin{bmatrix}
0.8077 & 0.2970 \\
0.6815 & -0.0686 \\
0.1768 & 0.6459 \\
0.0164 & 0.6780
\end{bmatrix},
\]
while the solution to (1.1.3) is
\[
\bar{Q} = \begin{bmatrix}
0.7385 & 0.6570 \\
0.6656 & -0.7462 \\
-0.1073 & -0.1076
\end{bmatrix},
\]
\[
Y(\bar{Q}) = \begin{bmatrix}
0.7206 & 0.2067 \\
0.7450 & -0.0016 \\
0.0907 & 0.5565 \\
0.0794 & 0.7446
\end{bmatrix}.
\]

The discrepancies here, for the two different solutions $\hat{Q}$ and $\bar{Q}$, are $||\hat{Q} - \bar{Q}||_F = 0.2398, ||Y(\hat{Q}) - B||_F = 0.3052$ and $||Y(\bar{Q}) - B||_F = 0.2119$.

It can also be desirable to weight either the columns or the rows in the residual $AQ - B$, as described above in the rigid body movement example. When weighting of the columns in $AQ - B$, we get
\[
\min_{\hat{Q}} \text{tr}(AQ - B)^T \hat{W}^2 (AQ - B), \text{ subject to } Q^T Q = I_n, \tag{1.1.6}
\]
and the weighting of the rows in $AQ - B$ is
\[
\min_{\bar{Q}} \text{tr}(AQ - B)^T \bar{W}^2 (AQ - B)^T, \text{ subject to } Q^T Q = I_n, \tag{1.1.7}
\]
where $\hat{W}$ and $\bar{W}$ are known diagonal weighting matrices, [20, 22]. If $n = m$, then (1.1.6) becomes an OPP, in a similar way to the right-weighted OPP in Section 1.1.1. Equation (1.1.7) can be written as a WOPP according to Definition 1.0.1, by taking $B := B\bar{W}$ and $X = \hat{W}$.

### 1.1.3 The OPP and WOPP

Areas where the WOPP (and OPP) arise are in applications related to, e.g., rigid body movement and psychometrics as mentioned, factor analysis [15, 23], multivariate analysis and multidimensional scaling [6, 13], global positioning system [2]. Typically, it is about computing a matrix with orthonormal columns, when it is desired to match one set of data to another.

As mentioned earlier, the solution to a WOPP can not be computed as easily as for an OPP. Additionally, a WOPP can have several local minima. Hence a solution, computed by some iterative method, is not necessarily a global optimum. The formulation (1.0.1) has sometimes been referred to as the *Penrose regression problem*.\(^1\)

\(^1\)It is not clear from where this originates. It seems as the first time the term "Penrose regression" was used was in an older version (technical report) of [4] from 1997. Lars Eldén informed me that Penrose studied the best approximation of the matrix equation $AXC = B$ where $A$, $X$, $C$ and $B$ are any general matrices [26].
If $Q$ is an orthogonal matrix, the requirement of a specific determinant sign is sometimes requested. Typically, this is the case in applications related to rigid body movements, when $\det(Q) = 1$ is desired.

If $m = n$, i.e., $Q$ is orthogonal, we call the optimization problem(s) balanced and if $n < m$ we call them unbalanced. Consider (1.0.1) with $X = I_n$,

$$
\min_{Q} ||AQ - B||_F^2, \text{ subject to } Q^TQ = I_n.
$$

As explained in Section 1.1.2, if (1.1.8) is balanced, then it is an OPP with a solution that may be derived by using the SVD of $B^TA$. If (1.1.8) is unbalanced, we get a WOPP type problem. The name projection Procrustes problem has also been used to address unbalanced case of (1.1.8), e.g., [14,15]. The formulation (1.1.8) is commonly used to address the OPP, but then assuming that $Q$ is orthogonal ($n = m$).

Results from earlier work on iterative algorithms for solving problems similar to (1.0.1) and the unbalanced case of (1.1.8) are reported in [3, 4, 8, 9, 11, 20, 24, 28]. In [3, 4], the method to compute a solution to (1.0.1) is based on solving an ordinary differential equation. In [8], geodesics of the Stiefel manifold are used for conjugated gradient and Newton’s method to solve the unbalanced case of (1.1.8). In [24], an iterative, coordinate wise type, algorithm that uses plane rotations is presented for solving (1.0.1). The work in [11] is not presented with a connection to Procrustes problems and Stiefel manifolds as the other articles. But, one of the problems considered can be regarded as (1.1.8) with $n = 1$. [11] contains an algorithm to solve this optimization problem, based on a Lagrangian formulation.

To get an analytical expression of a solution to the WOPP, the optimization problem is sometimes modified. As in [22], the constraint $Q^TW^2Q = I_n$ is imposed (instead of $Q^TQ = I_n$) when studying (1.1.7). This results in that an analytic solution can be derived, in a similar procedure as when dealing with an OPP.

1.1.4 Canonical form of a WOPP

For a WOPP, the matrices $A$ and $X$ can always be considered as (redefined as) diagonal matrices

$$
A = \text{diag}(\alpha_1, \ldots, \alpha_m), \quad \alpha_i \geq \alpha_{i+1} > 0, \quad i = 1, \ldots, m - 1,
$$

and

$$
X = \text{diag}(\chi_1, \ldots, \chi_n), \quad \chi_j \geq \chi_{j+1} > 0, \quad j = 1, \ldots, n - 1,
$$

respectively. We call this the canonical form of a WOPP. The diagonal elements $\alpha_i$ and $\chi_i$ are merely the corresponding singular values of the "original" matrices $A$ and $X$, e.g., see Paper III. Evidently it is preferred to make this diagonalization. Not only does it make the analysis of the problem easier, it also reduces the computational cost for algorithms used to solve the problem. From now on, we assume that $A$ and $X$ are diagonal matrices.
1.2 Linear Least squares problems on the Stiefel manifold

In this thesis, we also consider optimization problems on the form,

$$\min_Q \| f(Q) - b \|^2_2, \text{ subject to } Q \in \mathcal{V}_{m,n},$$  \hspace{1cm} (1.2.1)

where $f(Q) \in \mathbb{R}^k$ is a vector valued function of $Q$ and $b \in \mathbb{R}^k$ a known vector. We restrict ourselves to the cases when $f(Q)$ is linear in $Q$.

Another way of writing (1.2.1) is

$$\min_Q \| f(Q) - b \|^2_2 \quad (1.2.2)$$

subject to $q_i^T q_j = \begin{cases} 0 & \text{if } i \neq j \\ 1 & \text{otherwise} \end{cases}$. (1.2.3)

There are two types of constraints for this problem. The orthogonality constraint that $q_i \perp q_j$ whenever $i \neq j$ and the normalizing constraint, $||q_i|| = 1$ for all $i$.

The algorithms presented in Paper I and Paper II are based on the formulation according to (1.2.1). Those can be used to compute a solution to a WOPP. To write a WOPP on the form given in (1.2.1), we make use of the Kronecker product $\otimes$ and the vec-operator. The $(i, j)$ block of the Kronecker product $X \otimes A$ of two matrices $X$ and $A$ is $x_{i,j} A$. vec$(Q)$ is a stacking of the columns in $Q = [q_1, ..., q_n] \in \mathbb{R}^{m \times n}$ into a vector

$$\text{vec}(Q) = \begin{bmatrix} q_1 \\ q_2 \\ \vdots \\ q_n \end{bmatrix} \in \mathbb{R}^{mn}. $$

Let $Y(Q) = AQX$, then by using the vec-operator on $Y$ and $B$ we get

$$f(Q) = \text{vec}(Y) = [X^T \otimes A] \text{vec}(Q) \quad b = \text{vec}(B).$$

The function $Y(Q) \in \mathbb{R}^{m \times n}$ is now embedded in $\mathbb{R}^{mn}$.

Generally, any matrix function $Y(Q)$ that is linear in $Q$, can be expressed as a vector valued function $f(Q) = \text{vec}(Y(Q)) = F\text{vec}(Q)$ where $F \in \mathbb{R}^{k \times mn}$. 
Chapter 2

Algorithms for least squares problems on the Stiefel manifold

2.1 The 3-dimensional WOPP, Paper I

In Paper I, we present an algorithm to solve the 3-dimensional WOPP (1.1.2). As a parametrization of $M$, the Cayley transform $C(S)$ of a skew-symmetric matrix $S = -S^T \in \mathbb{R}^{3 \times 3}$ is used,

$$C(S) = (I + S)(I - S)^{-1}.$$ 

The algorithm uses Newton or Gauss-Newton search directions and due to the geometry of the problem, optimal step lengths can be computed very simply. The weighted case of (1.1.1) has also been specially studied by others [1].

A poster of this work was presented at the First SIAM-EMS Conference "AMCW" 2001, Berlin, September 2-6, 2001.

2.2 Linear least squares problems on the Stiefel manifold, Paper II

In Paper II, we consider the least squares problem

$$\min_Q \frac{1}{2} ||f(Q) - b||_2^2, \quad \text{subject to } Q \in V_{m,n},$$

(2.2.1)

where $f(Q) \in \mathbb{R}^k$ can be written as $f(Q) = F\text{vec}(Q)$ with $F \in \mathbb{R}^{k \times mn}$ and rank($F$) = min($k, mn$). There are some requirements on the matrix $F$, though. Suppose $Q$ is parameterized with $p$ parameters, then if $k < p$ the optimization problem is under-determined, in fact the Jacobian of $f(Q)$ will not have full
column rank. Even if \( k \geq p \) it is not guaranteed that (2.2.1) is not under-determined. We illustrate this with a small example. Take \( Q = [q_1, q_2, q_3] \in \mathbb{R}^{3 \times 3} \) then \( p = 3 \) is needed to represent \( Q \). But with \( F = [I_3, Z, Z] \in \mathbb{R}^{3 \times 9} \) where \( Z \in \mathbb{R}^{3 \times 3} \) is a zero matrix, we see that \( f(Q) \) is then independent of \( q_2 \) and \( q_3 \) due to multiplication with zeros, i.e.,

\[
f(Q) = \begin{bmatrix} I_3 & Z & Z \end{bmatrix} \begin{bmatrix} q_1 \\ q_2 \\ q_2 \end{bmatrix} = q_1 + Zq_2 + Zq_3 = q_1.
\]

Hence it is necessary that \( F \) corresponds to a sufficiently amount of data such that (2.2.1) is well-posed. The algorithm in Paper II can be used to some extent to solve some undetermined problems, but it is not developed to handle them. The best way to deal with an under-determined (rank-deficient, ill-posed) problem is to do a reformulation, if possible. As for the example given, it would be better to reformulate the problem with \( Q \in \mathbb{R}^{3 \times 1} \) and \( F = \text{diag}(1, 1, 1) \in \mathbb{R}^{3 \times 3} \).

The algorithm in Paper II started out as a generalization of the algorithm in Paper I. Hence the Cayley transform was used to parameterize \( Q \in \mathbb{R}^{m \times n} \). Since the Cayley transform only works for orthogonal matrices, i.e., when \( m = n \), a slight modification of it was needed to comply with the unbalanced cases when \( n < m \). Also this algorithm uses Newton or Gauss-Newton methods to get a descent direction. Optimal step lengths could not be computed as easily as in Paper I. However, later on it was found out that by using the matrix exponential of a skew-symmetric matrix \( S \), \( \exp(S) \), instead of the Cayley transform to parameterize \( Q \in \mathbb{R}^{m \times n} \), optimal step lengths could be computed rather simply. The choice of \( \exp(S) \) results in a similar algorithm as when using the Cayley transform.

Parts of this work was presented at the 18th International Symposium on Mathematical Programming (ISMP), Copenhagen, August 18-22, 2003.
Chapter 3

Global minimization of a WOPP

As mentioned, a WOPP can have several minima. The task of finding the ”best” minimizer is a global optimization problem. In order to know if a computed minimizer is a global minimizer, a sufficient condition for global optimum is desired. That is, a condition that is true for a global minimizer but false for any local minimum. Deriving such a condition is not an easy task. In [9], a necessary condition for global optimum is presented. If this condition fails for a computed solution $\hat{Q}$, then $\hat{Q}$ is a local minimum. If the necessary condition is true for $\hat{Q}$, then $\hat{Q}$ can either be a local or global minimum.

Another way to classify if a minimizer $\hat{Q}$ is a global optimum, is to compute all minima to the problem and then check which of those minima that yields the least objective function value. In order to do so it is useful to know how many minima the problem might have. The studies done in Paper III and Paper IV, presented below, leads to the following conjecture.

Conjecture 3.0.1 The weighted orthogonal Procrustes problem

$$\min_{Q} \|AQX - B\|_F^2, \text{ subject to } Q^TQ = I_n,$$

has at most $2^n$ unconnected minima.

By unconnected minima, we mean that the minima are distinct. For some special cases, there can be a continuum of minimizers. This can be illustrated by considering the ellipse example shown earlier. Let $A = I_2$ and let $B = 0$ (the origin), then any $Q \in \mathcal{V}_{2,1}$ is a minimum.
3.1 The number of minima to a WOPP, Paper III

Paper III contains a study on the number of minima to a WOPP. As a simple example of a WOPP with more than one minimizer, consider the ellipse problem mentioned earlier. As seen in Figure 1 a local minimum occurs in the fourth quadrant. What determines if the optimization problem has one or two minima is the flatness of ellipse along with the magnitude and direction of $b$. For a very flat ellipse where $\alpha_1 >> \alpha_2$ it is more likely that a local minimum can exist as opposed to an "almost circular" ellipse with $\alpha_1 \approx \alpha_2$. If $\alpha_1 = \alpha_2$ then $f(Q)$ is a circle and only one minimizer $\hat{Q} = b/||b||$ exist if $b \neq 0$. Consider now the case when $b = 0$. If $\alpha_1 = \alpha_2$ any $Q \in V_{2,1}$ is a minimizer, i.e., a continuum of solutions arises. Roughly speaking we can say that we consider a continuum of solutions as one minimizer. However, if $\alpha_1 > \alpha_2$ the WOPP always has two distinct, unconnected, minima at $\hat{Q} = [0, \pm 1]^T$. This reasoning applies to any WOPP with $Q \in \mathbb{R}^{m \times 1}$, which we call the ellipsoid cases since the surface of $f(Q) = AQX$ is a hyper ellipsoid in $\mathbb{R}^m$. In this instance there can at most be two unconnected minima to the WOPP for any $b \in \mathbb{R}^m$, see Paper III.

The global minimum $\hat{Q}$ to an ellipsoid case must fulfill the condition

$$\text{sign}(f_i(\hat{Q})) = \text{sign}(b_i) \quad \forall \quad i = 1, \ldots, m.$$ 

That is, $f(\hat{Q})$ must lie in the same area as $b$, that is divided by the coordinate planes. For example consider $Q \in \mathbb{R}^2$, then $f(\hat{Q})$ and $b$ must be lie the same quadrant and for $Q \in \mathbb{R}^3$ they must be in the same octant and so on.

Figure 1: Two minima are found where the tangent of $f(Q)$ is orthogonal to the distance vector from $b$ to the ellipse (the residual $r = b - f(Q)$). The minimum in the first quadrant is global.
For a WOPP of general dimension the geometry becomes more complicated than in the ellipsoid cases. Nevertheless, the surface of \( f(\hat{Q}) \) still have elliptic properties. For instance we can move from one point \( f(\hat{Q}) \) to another point \( f(\bar{Q}) \) by following ellipses on the surface of \( f(Q) \). When studying the maximum number of minima to a WOPP, using \( b = 0 \) (\( B = 0 \)) is a naturally first approach. Also it is preferred to consider that \( \alpha_i > \alpha_{i+1} \) and \( \chi_j > \chi_{j+1} \) for all \( i = 1,2,\ldots,m-1 \) and \( j = 1,2,\ldots,n-1 \). Compare this to the task of determining the number of eigenvectors to a matrix \( E \in \mathbb{R}^{m \times m} \). If we consider, e.g., the identity matrix \( E = I \in \mathbb{R}^{m \times m} \), any \( x \in \mathbb{R}^m \) with \( ||x|| = 1 \) is an eigenvector. But if \( E \) is a diagonal matrix according to \( E = \text{diag}(\epsilon_1,\ldots,\epsilon_m) \) where \( \epsilon_i \neq \epsilon_j \) for all \( i \neq j \), then the number of eigenvectors of \( E \) are finite.

However, in Paper III it is shown that a WOPP with \( \hat{Q} \in \mathbb{R}^{m \times n} \) has \( 2^n \) minima when \( B = 0 \). Empirical studies indicate that this is a valid upper bound for the maximal number of minima to a WOPP.

### 3.2 Computing all minimizers, Paper IV

Consider a very flat ellipse with \( \alpha_1 \gg \alpha_2 \) according to Figure 2, with \( \hat{b} \) lying in the first quadrant. The solution \( \hat{Q} \) is then also in the first quadrant. Now let \( b = \hat{b} + \delta b \) be a perturbed measurement, as shown. Due to the flatness of the ellipse, the global minimum now is in the fourth quadrant. In this case the local minimum is a better approximation of the ”correct” solution \( \hat{Q} \), than the global minimum. This can also occur for higher dimensional problems. Hence computing all, or some, solutions to a WOPP could be to prefer.

![Figure 2](image)

In Paper IV, an algorithm to compute all minima to a WOPP is presented. To explain how this algorithm works we can again take the ellipsoid cases. Assume that the local minimum \( \hat{Q}_2 \) in Figure 1 is computed. To get a \( \hat{Q} \) that is in the vicinity of the global minimum \( \hat{Q} \) we can use the normal \( N \) of \( f(\hat{Q}) \) at \( Q = \hat{Q}_2 \). The residual \( r = b - f(\hat{Q}_2) \) coincides with the normal direction. Consider the function \( f(\hat{Q}) + N\gamma \) where \( \gamma \) is a scalar and \( N \) the normal at \( f(\hat{Q}) \). Computing the intersection of \( f(\hat{Q}) + N\gamma \) and the ellipse yields a \( \hat{Q}_2 \) in the vicinity of \( Q \). Now \( \hat{Q}_2 \) is a good initial value for an iterative method to compute
\(\hat{Q}\). This method is roughly the same for any ellipsoid case since the normal is uniquely defined.

![Diagram](image)

Figure 3: The normal plane \(N\) (dashed line) at \(f(\hat{Q}_2)\) intersects the surface of \(f(Q)\) at \(f(Q_2)\), in the vicinity of \(f(\hat{Q})\).

From special studies of \(Q \in \mathbb{R}^{2 \times 2}\) and \(Q \in \mathbb{R}^{3 \times 2}\) it seems as if this normal plane method is a good method to use for computing all minimizers. Since the surface of \(f(Q)\) is "built up by ellipses", intuitively this method should be viable for a WOPP of a general dimension. In these cases, computing the intersections of the normal plane and the surface of \(f(Q)\) is done by computing all solutions to a set of quadratic equations. These equations can be formulated as a *continuous algebraic Riccati equation* (CARE), a well known quadratic matrix equation, [21, 27]. This equation has \(2^n\) roots, the same number as the estimated maximal number of minima to a WOPP. Empirical studies shows that this method manages to compute all, or at least several, minima to the WOPPs considered.

A presentation of this work was held at the 18th International Symposium on Mathematical Programming (ISMP), Copenhagen, August 18-22, 2003.
Chapter 4

Quadratic equations

In Paper V, an iteration method for solving $F(x) = 0$ where $F(x) \in \mathbb{R}^m$ and $x \in \mathbb{R}^m$ is presented. It exhibits cubic convergence by using second order information (derivatives) in each step. Other methods using second order information are the Chebyshev method [19], and Halley’s method [25]. The implementation of these in $\mathbb{R}^m$ for $m > 1$ from a ”practical linear algebraic” point of view, does not seem easy. As an example, the Chebyshev method (in Banach spaces) is often presented as in [19],

$$x_{k+1} = x_k - (I + \frac{1}{2} F'(x_k)^{-1} F''(x_k) F'(x_k)^{-1} F(x_k)) F'(x_k)^{-1} F(x_k).$$

How is the second order derivative $F''(x)$ (usually represented as a tensor) multiplied with the inverse of the Jacobian $F'(x_k)^{-1}$? Presentations of these methods seem too abstract. It is suspected that mathematicians are not interested in how the multiplication is performed, they are satisfied with the knowledge of that it is possible. In [7], a straightforward and practical presentation of Halley’s method in $\mathbb{R}^m$ is given. Paper V also contains the writer’s interpretation of Halley’s method in several variables.

However, to use higher order information usually is computationally heavy. But for a quadratic problem this is not always the case. The second order derivatives of quadratic equations are constant, hence the computational cost will not grow that much. A small experimental study of this is done in Paper V, indicating an increased efficiency for quadratic problems with less than 15 parameters.

Finally, to prove cubic convergence for the method presented in Paper V when $m > 1$, a rather cumbersome and messy tensor arithmetic was invented and used. The paper [31] contains a short informal note about this tensor arithmetic.
Chapter 5

Ill-posed problems

An inverse problem is the task of, e.g., determining some parameters \( x \) in a model (function) \( f(x) \) by using some observed data \( b \) where \( b \approx f(x) \). Typically we can write a solution \( \hat{x} \) as \( \hat{x} = f^{-1}(b) \), if the problem is well-posed. The definition of well-posedness was set up by Hadamard in the beginning of the 20th century as \([10, 17] \),

a) For all admissible data, a solution exist.

b) For all admissible data, the solution is unique.

c) The solution depends continuously on the data.

If any of the above properties does not hold, the problem is said to be ill-posed. In connection to c), are ill-conditioned problems. A problem is called ill-conditioned if a small perturbation in \( b \) yields a large perturbation of the solution \( \hat{x} \).

Consider a nonlinear optimization problems as, e.g.,

\[
\min_x ||f(x) - b||_2^2, \tag{5.0.1}
\]

where \( f(x) \in \mathbb{R}^m \) is a nonlinear function of the parameters \( x \in \mathbb{R}^n \) to be determined, and \( b \in \mathbb{R}^m \) corresponds to some input data (measurements). Here (5.0.1) is ill-conditioned in the sense that any small perturbation \( \Delta b \) in \( b \) may result in a large perturbation of the solution \( \hat{x} \) of (5.0.1).

A commonly used approach for solving these types of optimization problems is Tikhonov regularization

\[
\min_x ||f(x) - b||_2^2 + \lambda||L(x - x_c)||_2^2, \tag{5.0.2}
\]

where \( \lambda > 0 \) is called the regularization parameter, \( x_c \) the center of regularization and \( L \) a known weighting matrix. For simplicity, consider \( L \) as the identity matrix, then the regularized problem (5.0.2) corresponds to determining a \( \hat{\lambda} \) and a solution \( \hat{x}(\hat{\lambda}) \) such that \( ||\hat{x} - x_c||_2 \) is not large and \( ||f(\hat{x}) - b||_2 \) is somewhat
optimal. How should this be done? Given some $x_c$ and a priori knowledge about the magnitude of the noise level, e.g., $||\Delta b||_2 \leq \delta_b$, then it would be an idea to formulate (5.0.2) as

$$\min_x ||x - x_c||^2_2 , \text{ subject to } ||f(x) - b||^2_2 = \delta_b. \tag{5.0.3}$$

This is known as the discrepancy principle. We could also assume that for a given $x_c$, a solution $\hat{x}$ should fulfill $||\hat{x} - x_c||_2 \leq \delta_x$ where $\delta_x$ is known. Then a solution could be computed by solving

$$\min_x ||f(x) - b||^2_2 , \text{ subject to } ||x - x_c||^2_2 \leq \delta_x. \tag{5.0.4}$$

### 5.1 The L-curve for nonlinear problems, Paper VI

How should (5.0.1) or (5.0.2) be solved without having any a priori knowledge? A quite popular method for linear least squares problems is the L-curve method [17]. The L-curve is given by plotting the solution norm $||x(\lambda) - x_c||$ as a function of the residual $||f(x(\lambda)) - b||$, in a log-log scale, for different values of $\lambda$. The idea is to pick a solution "in the corner" of the L-curve, since it is there that the solution norm starts to grow drastically.

In Paper VI a rather specialized investigation of the L-curve method in connection to nonlinear problems is done. Nonlinear problems can be extremely different from each other as opposed to linear problems. Hence the L-curves often vary in shape and similarities to the L-curve for linear problems can be uncommon.

Additionally, the center of regularization $x_c$ plays a bigger role for nonlinear problems. Without any additional information, it can be hard to motivate that a solution $\hat{x}$ is better than $x_c$ itself just because $\hat{x}$ yields a smaller residual norm.
Chapter 6

Software

6.1 WOPP software

The algorithms presented in Paper I, Paper II and Paper IV have been implemented in MATLAB. Though the algorithm in Paper II also manages the 3-dimensional case described in Paper I, a special routine for algorithm in Paper I is available. Also included are routines using the Cayley transform parametrization, instead of the matrix exponential function.

Details regarding the software can be found at


6.2 L-curve toolbox

Initially our goal was to develop a toolbox for Tikhonov regularization of nonlinear optimization problems. In a similar manner as Hansen [17] did for linear problems. Due to the difficulties that arise with nonlinearity (convergence aspects, how to choose and update regularization parameters, time consuming computations, etc.), this turned out to be a difficult task. The black box type algorithm presented in Paper IV can and probably will fail, if the nonlinear function $f(x)$ is replaced by some other "general" function (coming from a different application). Therefore no toolbox software has been made public, yet.
My first years of research (1999-2001) were focused on algorithms for solving ill-posed nonlinear optimization problems, by using Tikhonov regularization (5.0.2) and the L-curve. Since no specific, real, application was considered, this gave rise to some problems. We mostly regarded \( f(x) \in \mathbb{R}^m \) as an ill-conditioned function of the parameters \( x \in \mathbb{R}^n \), and the weighting matrix \( L \) as the identity matrix, i.e.,

\[
\min_x ||f(x) - b||_2^2 + \lambda ||x - x_c||_2^2.
\] (7.0.1)

Here we get something like a parameter estimation problem, which I now think is a bad approach. I figure it would be better to consider problems (applications) where \( x \) is a function instead, e.g., \( x(t) \) where \( t \in \mathbb{R} \). Then applying a smoothness condition on \( x(t) \) by using a weighting matrix \( L \).

Also, how should the center of regularization \( x_c \) be treated? Let us consider two choices of how to treat \( x_c \).

1. \( x_c \) is a fix (known) point, that should not be changed as, e.g., a priori information.

2. \( x_c \) is just an arbitrary point (initial value) "in the vicinity" of the solution. Roughly speaking, it’s not \underline{that} important.

Our approach was to consider \( x_c \) as in item 2, and then as I see it, a small dilemma turns up. By using the L-curve method, suppose we compute a solution \( \hat{x} \) with some not-so-important \( x_c \). Is \( \hat{x} \) really a better solution than \( x_c \) itself, just because it gives a smaller residual norm? Seems hard to state that, unless some additional information is provided.

If we now state that \( \hat{x} \) is a good solution to the problem, then by taking \( x_c = \hat{x} \) and solving the problem again with the L-curve, we get a new solution \( \bar{x} \). The new solution \( \bar{x} \) is not necessarily the same as the first computed solution \( \hat{x} \). This does not feel right. In my opinion, having computed a solution \( \hat{x} \) by some
method with an arbitrary \( x_c \), and then using \( x_c = \hat{x} \) and solving the problem again should result in that the computed solution still is \( \hat{x} \) (if we disregard problems arising due to finite arithmetic). This is where the L-curve method fails, but the discrepancy principle does not.

However, I do not think the L-curve (or other heuristic methods) to solve nonlinear ill-posed problems are a waste, but I do believe a specific real application is needed. The test problems considered as, e.g., NMR spectroscopy and heat transfer equations, were purely artificial. Doing research with a "general" nonlinear function \( f(x) \), i.e., having a black box approach, seemed rather hopeless at that time. Even though the area of ill-posed problems is more popular and huge compared to the area of WOPP, I think it was a good decision that I left it. In my opinion, research on deriving good or reasonable solutions to an ill-posed problem is more connected to statistics than developing optimization algorithms.

The first time I came in contact with a WOPP was during a course in optimization related to rigid body movement, held by my supervisor Per-Åke Wedin in the year 2000. Having only some basic knowledge about the common OPP, I became interested in the fact that a WOPP can have several minima while an OPP has an unique minimizer (if \( BX^T \) is nonsingular). Slowly my research became less focused on ill-posed problems, and instead turned towards the WOPP.

When we developed the algorithms in described Paper I and Paper II, I made a lot numerical tests. It was noted that there were some pattern between the different minima to a WOPP. For instance, if \( \hat{Q}_1 \) and \( \hat{Q}_2 \) are two minima, they can look quite similar apart from some + or − signs on different elements. By studying some special and low-dimensional cases, I found out that using the normal plane, to compute additional minima, seemed as a good method. The result was the normal plane algorithm presented in Paper IV.

Before the connection to the CARE was discovered in Paper IV, a heuristic method was used to compute all solutions to the quadratic equations (computation of the normal plane intersections). It was early noted that there always seemed to be \( 2^n \) solutions. This was later seen to be the exact number of solutions, when the CARE formulation was used. However, to compute all \( 2^n \) solutions Newton’s method with random initial values was used until all solutions were found. To speed this up, a new iteration method was considered Paper V. In connection to this work, I became interested in tensor representations of higher order derivatives. But it felt as if I was too far away from what I was supposed to be working with. Hence only a small note about the subject was done [31], and I turned back to the WOPP.

By empirical studies I noted that the maximal number of minima to a WOPP seemed to be given by the formula \( 2^n \). Also if \( B \) was small, more minima likely occurred. This resulted in a special study of the case when \( B = 0 \) in Paper III. Initially when studying the WOPP with \( B = 0 \), the Cayley transform parametrization was used. This resulted in rather long and badly arranged equations. In [9] Eldén and Park uses the Lagrangian formulation of the WOPP, which inspired me. By using that formulation, the equations become more
foreseeable, but the proofs in Paper III can presumably be done different and simpler.

The WOPP is not a ”well used”, so to speak, optimization problem as the OPP. Very little has been published about its real world applications. Is it due to that since the OPP is very easy to solve, people do not want to complicate the problem by turning it into a WOPP, even though a weighting or such is desirable? I do not know. However, I hope that some of this work can be useful for present and future persons, wishing to solve and do research about the WOPP and least squares problems defined on Stiefel manifolds.
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